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Because of the recent progress in computers and information infrastructure technology, large-scale data are
generated from the social activity performed through the Internet such as cloud computing and obtained
through the computer simulation which is an important technique of computational science, and the increase
of the quantity of the data becomes bigger and bigger every day. It is the purpose of this course to study the
technique for analyzing and visualizing those big data. In particular, a C language program for the data
analysis to the large sparse matrix is written as an exercise.

A large sparse matrix has the capability to express aweighted directed graph through the adjacency matrix of
agraph. Thus, it is possible to express various objects for analysis. When extracting the feature quantity of
the matrix, that is the object for analysis, the most general and universal technique is performing a singular
value decomposition. Besides, a singular value decomposition is also applicable to the problem in which data
are expressed in the term of atable or amatrix originally. Thus, it is often used for multivariate statistics such
as aleast squares method, principal component analysis. The aims of this course are mastering the
fundamental technology for analyzing large-scale data by writing the program code for a singular value
decomposition. Writing a program code leads al so to mastering a programming technique. In this course, an
exercise is started from learning fundamental subjects, such as a basic statement of the C language. Thus, the
students who had not studied the C language in the past are also welcomed.
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All schedules are as follows.

o Guidance (Kinji Kimura/l time Lecture)

o Introduction to cloud computing (Hiroto Sekido/1 time Lecture)

o Visualization of big data (Koji Koyamada/3 times L ecture)

o Singular value decomposition for data matrices (Y oshimasa Nakamura, Hiroto Sekido /4 times L ecture)
(1)Introduction to linear algebra

(2)A relationship between sparse matrices of large scale and weighted directed graphs

(3)Analysis of weighted directed graphs using matrix computations

(4)Statistical approaches for analyzing date: |. Least squares method I1. Principal component analysis
o Singular value decomposition for large sparse matrices (Kinji Kimura/6 times L ecture and Exercise)
(1) On C programming language

(2) Implementation of the power method with orthogonalization by using C programming language
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The understanding level of the each content of the lecture about "Visualization of big data’," Singular value
decomposition for dense matrices", and "Singular value decomposition for large sparse matrices" is evaluated
by areport, respectively.

"Visualization of big data': it isworth 25 points.

"Singular value decomposition for dense matrices": it is worth 25 points.

"Singular value decomposition for large sparse matrices': it isworth 30 points.

Attendance and active participation through questions is worth 20 points.
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Handouts to be distributed
Not specified

Please do preparation and review about basic knowledge of linear algebra and statistics including principal
component analysis. In addition, it is expected that students learn programming language C in preparation
and review.

KULASIS
-kkimur@amp.i.kyoto-u.ac.jp
:sekido@amp.i.kyoto-u.ac.jp

See KULASIS data for office-hour information.

Kinji Kimura: kkimur@amp.i.kyoto-u.ac.jp

Hiroto Sekido : sekido@amp.i.kyoto-u.ac.jp

Please send mail to the above-mentioned address to contact outside the class time.
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